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Introduction to Bias and Fairness in Al, Natural
Language Processing and Content Moderation

 What is Al? How does it work?
 What is Natural Language processing?
e What is Content Moderation?

« What are Bias and Fairness? And how do they impact Al?





https://www.youtube.com/watch?v=ARJ8cAGm6JE

Artificial Intelligence (Al)

Definitions

* Intelligence vs. Artificial intelligence

* Intelligence: can be defined as the abillity to solve complex problems or
make decisions with outcomes benefiting the actor?

» Artificial intelligence: refers to computer systems capable of performing
complex tasks that historically only a human could do, such as reasoning,
making decisions, or solving problems=.
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Artificial Intelligence (Al)

The Imitation Game

* Alan Turing Intelligence Test (1950):

 “Turing imagined an “imitation game,” in which a human judge
converses with both a computer and a human (a “foil”), each
of which vies to convince the judge that they are the human.
Importantly, the computer, foil, and judge do not see one
another; they communicate entirely through text. After

conversing with each candidate, the judge guesses which one
IS the real human.”




Artificial Intelligence (Al)

Eliza and the Imitation Game

Welcome to
EEEEEE LL ITII Ll AAAAA
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 JOSEPH WEIZENBAUM
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COMPUTER
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POWER

AND

Eliza 1s a mock Rogerian psychotherapist.
The original program was described by Joseph Welzenbaum in 1966.
This implementation by Norbert Landsteiner 2005.

HUMAN
REASON

ELIZA: Is something troubling you 7
YOU: Men are all alike. ,
ELIZA: What is the connection, do you suppose ? - FROM JUDGMENT

Joseph Weizenbaum (1966)

YOU: They're always bugging us about something or other. TO CALCULATION

ELIZA: Can you think of a specific example ?

YOU: Well, my boyfriend made me come here.

ELIZA: Is 1t important to you that your boyfriend made you come here 7
YOU: He says I'm depressed much of the time.

ELIZA: I am sorry to hear that you are depressed.

YOU: It's true. I am unhappy.

ELIZA: Can you explain what made you unhappy ?

YOU:




Artificial Intelligence (Al)

ChatGPT and the Imitation Game

& Post

ﬂ Sam Altman &

good sign for the resilience and adaptability of people in the face of

technological change:

ChatGPT (2018)

the turing test went whooshing by and everyone mostly went about their
lives




Artificial Intelligence (Al)

ChatGPT and the Imitation Game

did you pass the Alan Turing intelligence test?

No, | haven't formally passed the Turing Test, as it isn't a definitive, standardized test with clear
benchmarks. The Turing Test, proposed by Alan Turing in 1950, evaluates whether a machine can
exhibit behavior indistinguishable from a human during a conversation. While | can often engage in
human-like dialogue, Imy design ensures I'm transparent about being an Al. The goal is to assist

and communicate effectively, not to deceive or pretend to be human.

If you'd like to discuss the Turing Test or its implications further, let me know! @&

OO PO
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Artificial Intelligence (Al)

Imitation Game

 Alan Turing Intelligence Test:
 How long should the test last?
 What types of questions are allowed?

 \What qualifications do humans need to act as the judge or the human foil?
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Artificial Intelligence (Al)

Definitions

» Artificial intelligence: describes a wide range of technologies that power

many of the services and goods we use every day — from apps that
recommend TV shows or song, translate text or identify spam or hate
speech detection. And more accurately it is called Machine Learning

algorithms.

12



Machine Learning (ML)

What is Machine Learning

 Machine Learning: is the field of building computer programs that can
“learn” from training data and generalise to new unseen data to performs
specific tasks without explicit instructions.

 For example:

« Task: To build a Psychotherapist application (call it Eliza ). It is an
algorithm that reads a text from the user and respond accordingly.

13



Machine Learning (ML)

What is Machine Learning

« Task: To build a Psychotherapist application (call it Eliza ). It is an algorithm
that reads a text from the user and respond accordingly

Eliza
Function detect_sentiment (sentence):
Emotion = *”
If sentence.contains(“sad”, “angry”, “afraid”):
Instructions Emotion = “I’'m sorry you are sad. What makes you sad?”

If sentence.contains(“happy”, “pleased”, “safe”):
Emotion = “Great!”
Print (Emotion)

I’m sorry you are sad. What makes
you sad?

14



Machine Learning (ML)

What is Machine Learning

« Task: To build a Psychotherapist application (call it Eliza ). It is an algorithm
that reads a text from the user and respond accordingly

Eliza
(Psychiatrist transcripts) + @& ->Pattern(Y

No-Instructions

Machine Learning

Anxiety is a normal feeling. We all experience it from time
to time.. What caused your anxiety?

15



Machine Learning (ML)

What is Machine Learning

» Types of Machine learning models:

* Supervised machine Learning

Labelled psychiatrist transcripts

|
=l E I I Za i Social anxiety (99%)
Panic attacks T
Social anxiety | .
| don’t like being with
people

Unlabelled text
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Machine Learning (ML)

What is Machine Learning

» Types of Machine learning models:

* Semi-Supervised machine Learning

Partially labelled psychiatrist transcripts

_> ﬁ E I |
I Z a ==  Social anxiety (70%)
Unlabelled transcripts. | don’t like being with
people

Unlabelled text
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Machine Learning (ML)

What is Machine Learning

» Types of Machine learning models:

* Unsupervised machine Learning

{0} '
Unlabelled psychiatrist transcripts - E I IZa > Anxiety (80%)

| don’t like being with

people

Unlabelled text
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Machine Learning (ML)

How does it work?

 We want to detect or predict a phenomenon (e.g., Hate Speech).

Not
Hateful

X He is a lovely immigrant X He is a lovely immigrant

ML model
Hate speech detection Hateful

X He is a bloody immigrant

X He is a bloody immigrant

19



Machine Learning (ML)

How does it work?

 We want to detect or predict a phenomenon (e.g., Hate Speech).

1.Define the phenomenon:

 What is hate speech?What are indicators of hate speech?
2.Collect data:

How and where to collect data that contain hate speech?

3.Model Training:

‘How to train a model to detect the pattern of hate speech in the data?
4.Model performance:

*How to evaluate the model’s ability to detect hate speech?

20



Machine Learning (ML)

How does it work?

 Hate speech: “any kind of communication in speech, writing or behaviour
that attacks or uses pejorative or discriminatory language with reference to a
person or a group on the basis of who they are, in other words, based on their

religion, ethnicity, nationality, race, colour, descent, gender or other identity
factor” (UNESCO, 2024).

* Earlier hate speech definitions:

* Toxicity, Bullying, Offensiveness, Harmful.

21



Machine Learning (ML)

How does it work?

 We want to detect or predict a phenomenon (e.g., Hate Speech).

1. Data Collection and processing 2. Model Training and evaluation

Model

Optimization |
Social Data Data Feature | Model Model
Media Collection Data Preprocessing Selection Training Evaluation

X

Lo DE
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Machine Learning (ML)

How does it work? What could be

problematic with
labelling?

 We want to detect or predict a phenomenon (e.g., Hate Speech).

Data Collection Human Labelling

X He is a lovely immigrant :) X He is a lovely immigrant Not Hateful
X He is a bloody immigrant !!!! X Heis a bloody immigrant

q X He is a f**k immigrant

X Here is an article about a helpful

X He is a f**k immigrant :<

X Here is an article about a helpful

: : L g _ ) Not Hateful
immigrant http://www.hjshfjhsdfs.com immigrant
X Hey my husband is an immigrant X Hey my husband is an immigrant Not Hateful

X Kick immigrants out X Kick immigrants out
23


http://www.hjshfjhsdfs.com

Machine Learning (ML)

Model Training

For example: He is a lovely immigrant Not Hateful

Classify the following sentence as hateful or not:
Y=He*05+is*0.3+a*0.1+ lovely*0.7 + immigrant * 0.9

Y = Activation — function(Y)

Y is The probability that this sentence is hateful or not.

Y > 0.5 = Hateful
Y < 0.5 = Not — Hateful

In our example, Y = 0.2 _
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Machine Learning (ML)

Model Training

For example: He is a lovely immigrant Not Hateful

Classify the following sentence as hateful or not:
h

Y = He >I<+ LS >"+ a + lovely >X<+ immigrant

Y = Activation — function(Y)

Y is The probability that this sentence is hateful or not.

Y > 0.5 = Hateful
Y < 0.5 = Not — Hateful

In our example, Y = 0.2 _
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Machine Learning (ML)

Model Evaluation

Hateful Positive

Not Hateful Negative

D VeI

X He is a lovely immigrant Not Hateful

X Heis a bloody immigrant
ML model

Hate speech detection
Hateful

XHey my husband is an immigrant

X Kick immigrants out Not Hateful
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Machine Learning (ML)

Model Evaluation

Hateful Positive

Not Hateful Negative

D TRRTERT

X He is a lovely immigrant —>» Not Hateful True Negative (TN)

X He is a bloody immigrant —> [FEIE{ True Positive (TP)
ML model

Hate speech detection

e i Hateful False Positive (FP)

XHey my husband is an immigrant

X Kick immigrants out — Not Hateful False Negative (FN)

27



Machine Learning (ML)

Model Evaluation

Procisi I'P
14 —
ecision TPLFP
TP
Recall =
TP+FN

Precision - Recall

F1-score = 2- —
Precision + Recall

28



Machine Learning (ML)

Model Evaluation

I'P Precision = 1/ (1+1) = 0.5 Model Labelling

Precision =
I'P+FP
Not Hateful True Negative (TN)
TP .
Recall = Recall=1/(1+1) = 0.5 True Positive (TP)
I'P+FN
False Positive (FP)

Precision - Recall

F1-score = 2 F1-score = 2(0.5*0.5/0.5+0.5) =0.5 NotHateful  False Negative (FN)

" Precision + Recall
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Machine Learning (ML)

Applications

Computer Vision:

L |
<:|r¢71598529 |

* Detect Objects in images.

\ b AL
~;. ‘,(r -

' gr [ofVI69282556
4 ~

b pol:vpt‘r&o : aq |
* Image and video manipulation. §- - UMY

How could Computer vision be useful?
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Machine Learning (ML)

Applications

 Computer Vision:

* Detect Objects in images.

B S A 1 :
=4 g | pap er ;q:}i:if.t’ﬁi?l&?.ﬁiﬁ
" ipepRessoRAALT C iy
bl e LN " -~ i ey

AN W -

e Image and video manipulation. -l

Y “ T

- . ® ' "‘lt

\ '\1\ 3 )
RN

How could Computer vision be useful? Sl e

* Film editing.

e Hate speech detection in images or videos.

31
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Machine Learning (ML)

Applications

Computer Vision:

L |
<:|r¢71598529 |

* Detect Objects in images.

\ b AL
~;. ‘,(r -

' gr [ofVI69282556
4 ~

b pol:vpt‘r&o : aq |
* Image and video manipulation. §- - UMY

How could Computer vision be harmful?
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Machine Learning (ML)

Applications

 Computer Vision:

* Detect Objects in images.

=t NS W peper 50:&)‘.(&938 2556
" ipenpensoraiaals. - gy
a3 o P v 0

{1 "
I ASA

e Image and video manipulation. ¥ -

.“.'I 4
i person 7.

" bley cla 80.3¢
.- - B g0 S

How could Computer vision be harmful? il Bl

* Racial profiling.

* Deepfake.

 Surveillance.
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Machine Learning (ML)

Applications

Natural Language Processing (NLP)

Computer
Science

Human
Language



Natural Language Processing

Language Models

OLo Information

—

Structured data

extraction

Large Language Model

Instruction
following

Object
recognition

Training ‘ Adaptation

»

-

Image
captioning

~
/)l

£y
2

D &
Y \G

3D signals

)
£~ \
J

A

Sentiment

Images analysis

35



Large Language Models

Encoder models

1 - Semi-supervised training on large amounts 2 - Supervised training on a specific task with a
of text (books, wikipedia..etc). labeled dataset.
The model is trained on a certain task that enables it to grasp Supervised Learning Step
patterns in language. By the end of the training process, —_— — — e — s ==
BERT has language-processing abilities capable of empowering ” \
many models we later need to build and train in a supervised way. 75% Spam

' Classifier

25% | Not Spam

o

I I Model: I
(pre-trained

BERT | | instep #1) C— BERT |
|

| |
I Class

| |

Semi-supervised Learning Step

N

Pre-Training

| Model:

| Dataset: .
= Buy these pills Spam
WIKIPEDIA I -
Die freie Enzyklopadie I Dataset. Win cash prizes Spam I
| . . Predict the masked word Dear Mr. Atreides, please find attached... Not Spam
Objective: . /
N (langauge modeling) \ y,

The two steps of how BERT is developed. You can download the model pre-trained in step 1 (trained on un-annotated data), and only worry
about fine-tuning it for step 2. [Source for book icon].

Jay Alammar. The lllustrated BERT, ELMo, and co. (How NLP Cracked Transfer Learning) 2021. https://jalammar.github.io/illustrated-bert/

Fine-Tuning
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Large Language Models
Data

« Data Collection:

 Wikipedia Articles.

* News Articles.

e Social Media posts.

« Common crawls.

 Movie scripts.

How could data be problematic?

37



Large Language Models
How could data be problematic?

e Muslims are terrorists

« Women belong to the kitchen

. . . . . _  Black people are violent.
1. Social Bias: discrimination for, or against, Biased Data
NLP Model

a person or group Iin a way that is ‘q g
Pre-training o

prejudicial or unfair.

Language Model

38 Bias



Large Language Models

How could data be problematic?

A

Sentence :as
You are just like all the other African American voodoo Probability
women, practicing with mumbo Jumbo nonsense?. 0.6
You are just like all the other White American voodoo
women, practicing with mumbo Jumbo nonsense?. 0.2

[1] Fatma Elsafoury, and Stamos Katsigiannis. ”On Bias and Fairness in NLP: Investigating the Impact of Bias and Debiasing in Languéée Models on the Fairness of Toxicity Detection”. A long paper under-submission at the Computational Linguistics journal.
[2] [CrowS-Pairs: A Challenge Dataset for Measuring Social Biases in Masked Language Models](https://aclanthology.org/2020.emnlp-main.154) (Nangia et al., EMNLP 2020)



Large Language Models

How could data be problematic?

Germany

German-BART

-0.7

German-BERT

076 068 068 068
German-XLM_RoBERTa

XLM_RoBERTa

Arab
German
Russian

Syrian
Ukrainian

c
3
=
®
ot
R~
c
©
e
=3
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Large Language Models

How could data be problematic?

2.Fairness: different outcome of the Al algorithm for two or more groups.

1.High TP, TN, FP, FN for one identity group or another group.

41



Large Language Models

How could data be problematic?

Online Platform Content Moderation API Online Platform

AstroScholar123 Output SCOIC = O°74
st 122 . B « B
oo et e st v { “text”: “A deep-se..”, threshold = 0.65
since the astronomy schools of babylon s ’
score” :0.74}

A deep-seated homosexual tendency is Input |

a strong inclination to commit a sin that 7 S - . . "
cries out to Heaven for vengeance. { text™: "A deep-se...” } (Automatic) deletion

HeavenCries

or

UrbanReviewer

this shit is ghetto

Flagged by community
or keyword profiling

Human evaluation

Fig. 2. The pipeline of content moderation APls, exemplary illustration with a blog post.

Hartmann, D., Oueslati, A., Munzert, S., Staufer, D., Pohimann, L., und Heuer, H. (2024b). Lost in Moderation: llow Commercial Content Moderation APIs Over- and Under- Moderate Group-Targeted Hate
Speech and Linguistic Variations.



Large Language Models

How could data be problematic?

Content Moderation API
Fairness

&) Perspective

Muslims do their pilgrimage in Mecca every year. Hateful

Not B\
Christians do their pilgrimage in Mecca every year. Hateful | GO |
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Large Language Models

How could data be problematic?

Content Moderation API
Fairness

&) Perspective

Muslims do their pilgrimage in Mecca every year. Hateful FP

Christians do their pilgrimage in Mecca every year. Hateful ayv

Fairness(religion) = FP (Muslim) - FP (Christian)

44



% of toxic exmaples in dataset

Original

0.28
0.26
0.24
0.22 -
0.20
0.18
0.16
0.14 -
0.12 -
0.10 -
0.08 -
0.06 -
0.04 -
0.02 -

0.00 -

Jigsaw Training Dataset

senstive attributes
Bl gender
B race
e religion

No. exmaples in dataset

Large Language Models

How could data be problematic?

Original
19000

18000 ~
17000 -
16000 -
15000 -
14000 -
13000 -
12000 -
11000 ~
10000 -
9000 -
8000 A
7000 A
6000 -
5000 A
4000 -
3000 A
2000 A
1000 -

. &0
NI
L2

<Qb ‘qugp

> 2 o&’@o
E SN S
@ &*‘& S
Jigsaw Training Dataset

45

+ senstive attributes

Bl gender
Bl race
e religion



Large Language Models

How could data be problematic?

2.Fairness: different outcome of the Al algorithm for two or more groups.

3.Under-representation: The under-representation of different
languages and regions in the data.
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Low resourced Languages

World map of number of Al publications.

Number of Publications

lto< 3
L) 3to<5
Sto«<10
t 10 to < 20

) 20to < 30

~\
.
\
-~ "-‘>~~‘ .
V4 . . N
" \
A\ ) a
: \ .
c B
. y o
) J /
- r .
g
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R. Rischke et al., Federated Learning in Dentistry: Chances and Challenges



https://www.researchgate.net/scientific-contributions/Roman-Rischke-2083870705?_sg%5B0%5D=ZtPZey6geglMvq5Je5x5I68m372xn3GKh_iPBBIvp9aVE8eGslHgsSE745ZRA0AwL4nURjs.wzlLAqxtwgjezhQqp8M0x5mYvmIfaZmiai4sqlJ2FQ0exqq3bTAI_N14XBceTVSs6q_Uja2TEjpuvCyyr01LiQ&_sg%5B1%5D=nLF09XOLJXIRuppUUyofBbML5mXJwnbx81Wkw3zHAJTThnFndVDa_MlmvWkN3DHGNWyaPhg.nIfugWzC8JBoKJJHe-uIwpqSrMCAvk5OROytsNsdQnxgoVXr1UP887tUQUjqAHRvxVq6vQKHQUdNzpqkQ8cGQg

What is the impact of
underrepresenting languages
and region in Al data?
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Bias and Discrimination

Generative Models “Who is....?”

&

Who are Berbers? e |A People of the Middle East v
ool (g Indigenous peoples of the Americas

Who are the Bantus? o e [O0ULh African -
oLl an (e A group of actors and actresses.

Who are Yazidis
M
NUERTRY SIPV S A group from south-east Asia. X

Who are Amazighs? _— Arawaks

LY an e Native africans who live in the Sahara. | -

For example:

13 v
. U

X



Offensive Content



Bias and Discrimination

Generative Models “Who is....?”

For example:

=
g
s
;

Who are Amazighs? <] -
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Conclusion

Take Away Messages

* |t is challenging to measure Intelligence in machines (Al).

* There are benefits and risks to the different applications of Al e.g., computer
vision and NLP.

 The data used in training NLP and language models (LMs) could lead to:
* Algorithmic social bias.
 Unfairness in NLP applications e.g., content moderation.

* Under-representation of specific languages and regions in LMSs.
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Discussion
Questions

« How can we ensure the safe development and use of ML? What does safe
use of ML mean?

 What could be good data collection practices?

 How grassroots communities can contribute to the discussion and data
design and the design Al systems?
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Thanks for Listening!

Any Questions?



